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ABSTRACT

This article discusses the privacy issues associated with personal information collected and used by the government. The E-Government Act of 2002 requires government agencies to use Privacy Impact Assessments to address the privacy concerns of new government information collection schemes, for instance, with government websites and airline passenger pre-screening systems. However, even with the privacy assessments, airline passenger pre-screening systems have encountered some questions as to whether adequate measures exist to protect passenger privacy. This article will discuss the developments in 2004 associated with passenger pre-screening systems. Privacy issues are also implicated by the government’s use of data mining. Data mining allows the government to analyze data collected, including personal information, and convert it into a useful form. This article will discuss the uses of data mining, such as for terrorism prevention, on the federal and state government levels as well as the privacy concerns associated with government data mining.

INTRODUCTION

The Fourth Amendment provides that citizens shall be free from unreasonable government intrusion. This provision has been interpreted by the courts as a right to privacy against government intrusion. The collection of information by the government and the use of that information are seen by some as an intrusion by the government, thus requiring privacy protection. The major privacy law that governs government information collection is the Privacy Act of 1974, which regulates the federal government’s use of personal information by restricting and monitoring agencies’ collection, disclosure, and use of personal information. The intersection of
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government information collection and privacy encompasses a broad variety of topics and programs. This article focuses on the most pertinent topics affecting privacy today and the new developments in the field over the past year. Privacy impacts with regard to government websites, Transportation Security Administration data collection and usage, and restrictions on government data mining have been recent sources of change.

Both new electronic technology and the threat of terrorism in the aftermath of the terrorist attacks on September 11, 2001, have led the government to adopt new information collection schemes, which create new privacy concerns among citizens. In order to address such privacy concerns, Congress adopted the E-Government Act of 2002\(^3\), requiring government agencies to submit privacy impact assessments (PIAs), which identify privacy concerns and ensure privacy protection. The Act also mandates that the Office of Management and Budget issue guidelines to federal agencies for their websites to ensure that privacy of citizens who access their sites is protected. Even with these new government website privacy policies and PIA procedures, some of the concerns over individual privacy still remain unsolved. This problem can be seen in the implementation of new programs, such as CAPPS II and Secure Flight, both of which were proposed to identify terrorists using computer-assisted passenger screening systems.

Government data mining is present at both the federal and state levels. The Total Information Awareness Program (TIA) emerged after September 11, 2001, to create technologies for terrorism prevention but was quickly disassembled. Other federal data mining systems were spawned from the TIA or originally created, and are currently used by fifty two federal agencies. The passage of the Intelligence Reform and Terrorism Prevention Act of 2004\(^4\), has granted greater authority to pursue government data mining, but also placed more severe checks on the program. The MATRIX program has provided data mining to the states. Currently, only five states are participating in this federally funded, privately operated system. As the technologies used in data mining increase, the conflicts with privacy protection increase. Two primary issues that have arisen are the use of private database contractors to supply information to the government, and how to balance the usefulness and efficiency of data mining against the need for privacy protection.
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This article focuses on the details of these debates and challenges. Each topic is analyzed to determine the new developments in the federal and state governments, recent cases and controversies in the subject area, interesting topics or debates, and a brief analysis of the future direction of government information collection. The first part focuses on Privacy Impact Assessments and Computer-Assisted Passenger Screening Programs. It focuses its discussion on the role of Privacy Impact Assessments on government websites and CAPPS II. The article then turns to the developments in these areas during 2004, such as the Crew Vetting Program, No-Fly Lists, and Secure Flight. The second part of the article covers government data mining. This section discusses data mining efforts and privacy concerns on the federal level regarding the Total Information Awareness Program and the Intelligence Reform and Terrorism Prevention Act of 2004 and on a state level by looking at the MATRIX program. The article provides analysis of how the government can balance privacy with useful data mining, and how privacy is affected by data mining from private institutions. The second part concludes with a projection into the future of government data mining.

PRIVACY IMPACT ASSESSMENTS AND COMPUTER-ASSISTED PASSENGER SCREENING PROGRAMS

In the last few years, the federal government has established the use of Privacy Impact Assessments (PIAs), which were created to answer privacy concerns of new government information collection schemes. This section discusses PIAs mandated under the E-Government Act of 2002. Government agencies have not received much criticism concerning the privacy policies of government websites even though more and more people use the Internet as a tool to contact the agencies. On the other hand, new measures proposed by the Transportation Security Administration (TSA) on computer-assisted airline passenger pre-screening systems, such as CAPPS II and Secure Flight, have spurred some criticism from the public despite the fact that the TSA issued PIAs to ensure that all privacy issues are addressed in implementing those measures. First, this section will discuss the E-government Act of 2002 and the authority given to the Office of Management and Budget (OMB) to implement the privacy provision of the Act. Then, this article will discuss the application of the Act to government websites and computer-assisted airline passenger pre-screening systems.
I. PRIVACY IMPACT ASSESSMENT (PIA)

Federal agencies are required by law to issue a PIA whenever they collect information from the public by electronic means. The following subsection gives a brief introduction to PIAs.

A. BACKGROUND

In 2003, forty million Americans visited a government website for information, up fifty percent from the previous year. The increased use of electronic tools by citizens led Congress to pass the E-Government Act of 2002, which went into effect on April 17, 2003. The purpose of the Act is to foster the use of information technology (IT) for the agency's business among citizens by making it more citizen-oriented and user-friendly. In order to achieve this purpose, Congress believed that it was important to protect the privacy of citizens when they interact with the federal government through the use of IT.

Section 208 of the Act mandates that the OMB issue guidance on implementing the privacy provision of the Act. The section specifically requires that each government agency "conduct privacy impact assessments before developing or producing information technology that collects, maintains, or disseminates information that is in an identifiable form." This provision also applies in a case where
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an agency initiates a new collection of information that "will be collected, maintained, or disseminated using information technology or includes any information in an identifiable form permitting the physical or online contacting of a specific individual." In addition, agencies are required to update PIAs when a system change creates new privacy risks. Those changes include conversion from paper-based records to electronic systems, changes in collecting information from anonymous to non-anonymous, significant system management changes, significant merging, centralization, and matching with other databases, matching of information with commercially available information, alteration in the character of the data, new public access with passwords and digital certificates, new interagency uses, and changes in internal flow or collection of information.

The OMB guidance defines a PIA as "an analysis of how information is handled by federal agencies." The purposes of PIAs are to ensure information handling conforms to applicable legal, regulatory, and policy requirements on privacy, to determine the risks and effects on privacy of collecting, maintaining, and disseminating information of citizens in identifiable form in an electronic information system, and to examine and evaluate protections and alternative processes for handling information to mitigate potential privacy risks. The OMB specifically requires that a PIA address the following: what information is to be collected, why the information is being collected, the intended use by the agency of the information, with whom the information will be shared, how the information will be secured, whether a system of records required under the Privacy Act of 1974 is being crafted, and whether a privacy policy is in machine-readable format.
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i. GOVERNMENT WEBSITES

Since 1999, the OMB has been requiring federal agencies to state the nature, purpose, use, and sharing of information collected on their websites in their "Privacy Policy." Particularly, on "cookies," federal agencies could only use them or other automatic means of collecting personal information if they give a notice of those activities. The 2003 OMB Memorandum, mandated under the E-Government Act of 2002, additionally requires that agencies implement changes regarding privacy to their websites by December 15, 2003. Under the new mandate, agencies must place notices on their websites explaining agency information handling practices labeled as "Privacy Policy." The Privacy Policy must address: (1) consent to collection and sharing, and (2) rights under the Privacy Act of 1974 or other privacy laws. Furthermore, agencies must adopt machine-readable technology so that site users are alerted automatically when site privacy practices do not match their personal privacy preferences. Additionally, agencies are required to develop a timetable for translating their privacy policy into a standardized machine-readable format. However, these new policies do not apply to information other than that on government agency intranet sites that are not accessible by the public and national security systems.
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ii. STATE GOVERNMENT WEBSITES

Currently, thirty-one states place some sort of privacy policy notice on their websites. At least sixteen of those states have a statute requiring government websites to establish privacy policies and procedures, or to incorporate machine-readable privacy policies into their websites. These states are: Arizona, Arkansas, California, Colorado, Delaware, Iowa, Illinois, Maine, Maryland, Michigan, Minnesota, Montana, New York, South Carolina, Texas, and Virginia.

iii. COMPUTER-ASSISTED PASSENGER SCREENING SYSTEM

a. BACKGROUND

Computer-assisted airline passenger pre-screening systems involve the collection of passenger information using electronic databases. Thus, issuance of a PIA is mandated to the Transportation Security Administration (TSA) by the E-Government Act of 2002 in order to ensure that a proper privacy policy protects the TSA from misusing such information. The privacy policy of each computer-assisted airline passenger pre-screening system is discussed in the following.

b. CAPPS

In fear of the increasing threat of terrorism, the federal government had been using a computer-based passenger screening system called the Computer-Assisted Passenger Pre-screening System (CAPPS) since 1998. CAPPS was operated by U.S. commercial airlines, each of which kept separate computer systems. CAPPS analyzed information in passenger name records (PNRs). The information was collected
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when passengers made flight reservations with the airlines. Under CAPPS, passengers who fit a certain behavioral profile, such as those who buy a one-way ticket or pay by cash, were subjected to extra screening. Under the CAPPS system, half of the hijackers involved in the terrorist attacks on September 11th were flagged, but it did not prevent the attacks. The TSA later pointed out that the amount of information in PNRs under CAPPS was very limited because of the unclassified nature of the system.

c. CAPPS II

In November 2001, Congress passed the Aviation and Transportation Security Act, which mandated that the newly-created TSA within the Department of Transportation replace CAPPS with a new computer-assisted passenger pre-screening system in order to evaluate all passengers before they board an aircraft. The task of developing the new program was given to the Office of National Risk Assessment, which eventually developed a program known as CAPPS II.

CAPPS II would take the procedure away from the airlines and hand it over to the TSA. Upon reservation of an air flight, the airline
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requests that the passenger provide his or her name, home address, home phone number, and date of birth. Then, the airline enters the information into the PNR which is sent electronically to CAPPS II, managed by the TSA. Sometime before the day of the flight, CAPPS II would request an identity authentication from commercial data providers. Based on an identity authentication score the commercial database identified, CAPPS II would conduct risk assessments using government databases, including classified and intelligence data, to categorize the passenger into one of three classes: an acceptable risk, unknown risk, or unacceptable risk. When the passenger checks in for a flight at the airport, the passenger’s risk class will be transmitted from the CAPPS II to the check-in counter. Passengers who are an acceptable or unknown risk will receive a boarding pass encoded with their risk level so that checkpoint screeners will know the level of scrutiny required. Those people with unacceptable risk would not be allowed to fly, would undergo police questioning, and risk possible arrest. Those with unknown risk would be subject to extra screening by TSA agents at the airport screening gate.

B. DEVELOPMENT IN THE YEAR 2004

In 2004, the TSA’s proposal of CAPPS II received criticism from both Congress and the public. This eventually led the TSA to propose and test alternative methods of computer-assisted passenger screening

36 Id.
37 PNR contains data related to a traveler’s reservation and travel itinerary, and is contained in an air carriers reservation system.
38 U.S. GENERAL ACCOUNTING OFFICE, supra note 34 at 7.
39 Id.
40 Id.
41 Id.
42 Id.
44 Id.
systems, such as the Registered Traveler Pilot Program, Crew Vetting Program, and the Secure Flight Program. The latest scheme, Secure Flight, is still unfolding.

i. CAPPS II

CAPPS II received scrutiny from Congress in 2003. The Department of Homeland Security Appropriations Act, passed in 2003, prohibits the TSA from receiving funding for CAPPS II in the fiscal year ending September 30, 2004, until the U.S. General Accounting Office (GAO) submits a report to the Committees on Appropriations of both the Senate and House by February 15, 2004.45 The Act mandated that the GAO address eight key issues, the first six of which show that the development and operation of CAPPS II is effectively managed and monitored, and that the system will function as intended.46 Those six issues are: (1) establishment of an internal oversight board by the Department of Homeland Security (DHS) to monitor the development of the system; (2) assessment of database accuracy in order to avoid producing a large number of false positives; (3) creation of a test system and the demonstration of efficacy and accuracy of the system; (4) installment of operational safeguards to protect the system from abuse; (5) installment of security measures to protect the system from unauthorized access; and (6) establishment of effective oversight of the system’s use and operation.47 The last two issues involve public assurance that adequate measures exist to protect passenger privacy: (7) addressing all privacy concerns with the system; and (8) creation of a redress process for passengers to correct erroneous information.48 On the eighth issue, the GAO must show that CAPPS II ensures that a system of due process is in place when passengers of an aircraft pose a threat and are delayed or prohibited from boarding scheduled flights.49
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As required by the Department of Homeland Security Appropriations Act, the GAO issued an assessment of CAPPS II titled "Aviation Security: Computer-Assisted Passenger Prescreening System Faces Significant Implementation Challenges" to Congressional committees in February 2004. The report identified delay in the development of CAPPS II. For example, testing and developing the initial increments of CAPPS II faced some delay partly due to the difficulty in obtaining passenger data needed to test initial increments. Also, the TSA had not established a complete plan on how functionality of the system would be delivered, the schedule for delivery, and the estimated costs of CAPPS II development.

Specifically, the GAO raised concerns that the TSA has not fully addressed seven of the eight issues identified by Congress under the Security Appropriations Act discussed above. The first issue - establishment of an internal oversight board - was the only one fully addressed by the TSA. The TSA addressed this issue when the DHS created the Investment Review Board to review DHS's capital asset programs with contracts exceeding fifty million dollars in order to ensure that projects meet mission needs at the expected levels of cost and risk.

On the second issue, there is no industry standard of accuracy assessment: each commercial provider uses different criteria to assess accuracy. Also, there is no consistent system for collecting accuracy data among the government databases. On the third issue, lack of data delayed demonstration of system efficacy and accuracy. On the fourth and fifth issues, critical elements of the security program, including security policies, a system security plan, and certification and accreditation of the security system, had not been implemented.
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On the sixth issue, the measures and goals for CAPPS II addressed by the TSA had not provided enough objective data necessary to conduct oversight. In addition, the TSA had not fully established the system to ensure that the program would be properly monitored and evaluated.

On the seventh issue on public assurance of privacy, the GAO stated that the TSA had not finalized its plan to comply with the Privacy Act of 1974 by addressing all privacy concerns. The OMB guidance requires that an agency proposing to exempt a system of records from the Act must explain the reason why it wishes it to be exempted, and the TSA had not done so.

According to the GAO, the TSA submitted its plans to address privacy issues in compliance with the Privacy Act. For example, the TSA addressed an intention not to collect passengers' social security numbers from commercial databases and to destroy most passenger information after they have completed their travel itinerary. This is consistent with the collection limitation practice of the Act. Also, it proposed to prohibit commercial data providers from using information they receive from the TSA for commercial purposes. This practice is consistent with the use limitation practice under the Act. Furthermore, the TSA also made proposals to provide passengers with a Privacy Act notice. By doing so, the TSA sought to explain its authority for collecting their information and its principal purposes, to provide other information as the Act requires, to perform real-time auditing and testing in order to identify data quality problems, and to improve accuracy.
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However, the GAO noted that the TSA’s plans gave rise to several privacy concerns. First, the TSA planned to exempt CAPPS II from the Privacy Act’s requirements that an agency maintain only information about an individual that is relevant and necessary to accomplish a proper agency purpose. The GAO stated that this policy raises concerns that the TSA may collect and maintain more information than necessary for the purpose of CAPPS II. The GAO also speculated that TSA might use this information for new purposes in the future. Secondly, TSA’s plan to prohibit passengers from accessing their personal information obtained by CAPPS II raises the concern that inaccurate personal information would remain uncorrected in the system and continue to be used.

The public raised similar concerns about CAPPS II. In Alaska, four plaintiffs filed a suit against the TSA and the DHS in the U.S. District Court of Alaska on May 24, 2004, claiming that CAPPS II would violate their constitutionally protected rights. Two of four plaintiffs are U.S. citizens and Alaska residents who frequently use air travel because they live in a remote location. The two other plaintiffs are Frontier Travel and Airlines Online, travel agencies that reserve commercial flights for customers in Alaska. The plaintiffs claim that CAPPS II was intended to reach beyond terrorism. This was apparent by TSA’s statement entitled “CAPPS II at a Glance,” that passengers with outstanding warrants for a “crime of violence” would face arrest. They also claimed that defendants intended to implement CAPPS II by a secret order, so that there is no way for passengers to know if their information is collected. Under the
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Privacy Act of 1974, agencies must give actual notice that personal information is being collected, so that an individual can bring a timely claim challenging violations of his or her rights. The plaintiffs requested the court to enjoin CAPPS II until the TSA and the DHS change their policies so they are in compliance with the Privacy Act. The plaintiffs also wanted notice provided when the agencies issue an order to implement the program. The case is still pending in the court, and its status after the TSA’s abandonment of CAPPS II is unknown.

ii. Registered Traveler Pilot Program

The TSA proposed the Registered Traveler Pilot Program (RT Pilot) on June 1, 2004, and issued its PIA on June 24, 2004, in order to assess a new type of passenger screening system mandated under the Aviation and Transportation Security Act. The new pilot program was strictly voluntary, and allowed a registered traveler to provide personal information which would be run through terrorist-related and criminal databases. If the passenger’s information matches certain criteria set by the TSA, the information would be forwarded to the TSA for additional screening. After the review, names of passengers considered to pose a security risk would be sent to law enforcement and/or intelligence agencies for detention or further investigation. The TSA claimed that this layered procedural approach would prevent innocent people from being scrutinized at airports. The TSA also stated that it would use technical safeguards to prevent information from abuse and conduct privacy trainings for its agents, the DHS, and
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contractor staff who would have access to passenger information. Because of the short duration of the program, however, the TSA makes clear that it does not provide any remedial measure for a person to correct erroneous information. Despite these notifications, it is not clear if the TSA ever implemented this pilot program.

iii. Crew Vetting Program

The TSA also announced the Crew Vetting Program and issued its PIA on June 28, 2004. In October 2001, the Federal Aviation Administration issued an Emergency Amendment (EA) which required that countries highly concerned about security submit cockpit crew lists identifying names, dates of birth, places of birth, and pilot/flight engineering license numbers. In December 2003, due to additional air security concerns, the TSA issued security directives and modified the EA by extending the scope to cover all flights flying over, in, and out of the United States, and to collect passport numbers in addition to those previously required. On March 30, 2004, the TSA further modified the EA, by extending the coverage of the program to include cabin crews and persons on all cargo flights, and by requiring the agency to gather more information from these individuals, such as gender and job classification.

The procedure for processing the crew information would be the same as it was for CAPPS II; it runs the information on various government databases – both non-classified and intelligence – to see if anyone matches with people of high security concern. The PIA ensures that the information is used strictly for air safety purposes, even though it would be shared with other government agencies and intelligence, and that those who believe that the information the TSA
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has on them is not correct can seek redress through U.S. embassies abroad.\(^9\) The TSA had not determined, however, how long a record would be retained in its database.\(^9\) So far, the extent to which the TSA has implemented this program is unknown to the public.

iv. No-Fly List

Aside from the CAPPS II, Pilot, and Crew Vetting Programs, the TSA maintains a No-Fly List, "a list circulated to commercial airlines and security personnel with instructions to detain and question any passenger whose name matches or is similar to one on the No-Fly List."\(^9\) The List contains two different lists of individuals considered to be threats to air security: a no-fly list, which contains names of individuals who are prohibited from taking a flight, and a selectee list, which contains names of individuals who must go through additional security screening.\(^9\) The TSA started implementing this program in November 2001.\(^9\)

Some organizations, individuals, and members of Congress raised concerns over the No-Fly List. A class action was filed regarding the No-Fly List in the U.S. District Court for the Western District of Washington by the ACLU of Washington on April 6, 2004.\(^9\) The Court heard the ACLU's argument on November 4, 2004.\(^9\) This case involved seven plaintiffs and others similarly situated.\(^9\) Upon check-in at airline counters, the plaintiffs were often informed by airline personnel that they would have to wait for long hours because there

\(^9\) PRIVACY IMPACT ASSESSMENT FOR CREW VETTING PROGRAM, supra note 86, at 5-6.

\(^9\) Id.


\(^9\) Id. at 4.

\(^9\) Id.

\(^9\) Id. at 1.


\(^9\) Brief for Green, supra note 93, at 1.
were problems in issuing boarding passes.\textsuperscript{99} Some were informed that their names matched or were similar to the names listed on the No-Fly List.\textsuperscript{100} The plaintiffs claimed that, as a result, they could not make scheduled flights and were inconvenienced, interrogated, and humiliated in front of other passengers, and received extra security checks at security checkpoints, even though they do not have any relation to terrorist organizations or have outstanding criminal records.\textsuperscript{101} The plaintiffs argue that the TSA did not explain why they were identified by the No-Fly List.\textsuperscript{102} In response, the plaintiffs have brought due process actions under the Fifth Amendment and privacy actions under the Fourth Amendment, seeking declaratory and injunctive relief.\textsuperscript{103}

The No-Fly List received additional criticism from the public and Congress. At a hearing of the Senate Judiciary Committee in August 2004, Senator Ted Kennedy of Massachusetts stated that he had repeatedly been refused permission to board flights between Washington, D.C. and Boston in April of that year, because his name has been placed on the No-Fly List.\textsuperscript{104} Because Senator Kennedy continued to have the problem even after the Secretary of the DHS, Tom Ridge, acknowledged the problem and apologized to him, Senator Kennedy was concerned about redress procedures for citizens who do not capture the attention of senior officials.\textsuperscript{105} Georgia Representative John Lewis also testified that his name had been on the List.\textsuperscript{106} The ACLU raised a similar concern about the No-Fly List, stating that there was "no effective mechanisms for removing names or identifying innocent passengers" and that not everyone was informed
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of the current TSA system of ombudsman for remedy.\textsuperscript{107} In September 2004, 680 people filed claims for redress, and the TSA managed to clear only 250 by October.\textsuperscript{108}

Also in 2004, the media reported several cases of inappropriate conduct by U.S. commercial airlines where they turned passenger information over to government agencies without any proper procedure. In February 2004, the DHS revealed that JetBlue Airways turned over PNRs, which were supposedly used for a purpose other than air safety, to a Department of Defense contractor.\textsuperscript{109} American Airlines also admitted sending data to government contractors sometime after the terrorist attacks in 2001.\textsuperscript{110} Similarly, Northwest Airlines acknowledged that it passed passenger information over to NASA in September 2001.\textsuperscript{111}

V. SECURE FLIGHT

Based on these criticisms, the TSA abandoned CAPPS II and introduced a new program called Secure Flight in September 2004. The goals of Secure Flight are: (1) to identify passengers known or suspected to be terrorists before flights; (2) to conduct efficient and quick passenger screening; (3) to reduce the number of passengers unnecessarily selected for secondary screening and better target known terrorists by excluding passengers without risk; and (4) to protect fully passengers’ privacy and civil liberties.\textsuperscript{112} In order to implement the program, the TSA mandated U.S.-based airlines to turn over PNRs
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from June 2004 by October 29, 2004. This is estimated to include the records of fifty-four million Americans. The TSA would compare airline PNR data to government and commercial data, and determine which components of the PNRs are necessary for pre-screening cross-checks once it completes testing. TSA also began a 30-day period of soliciting comments from the public about Secure Flight on September 23, 2004. The TSA assured that it would establish comprehensive passenger redress procedures, and personal data and civil liberties protections for the Secure Flight program.

Secure Flight eliminated some of the controversial elements of CAPPS II. For instance, during the pre-screening phase under CAPPS II, the system could identify passengers with outstanding arrest warrants and refer them to law enforcement agents, whereas the Secure Flight system would only identify those suspected to be a threat to air flights. Under Secure Flight, the TSA takes over the task of running airline passenger information with the “No-Fly List,” which was previously conducted by airline employees. The TSA stated that this procedure would allow the government to draw on a broader array of names of suspected terrorists from other intelligence agencies.

The TSA published the PIA on the Secure Flight test phase on September 21, 2004. The TSA identified several privacy issues and promised that it would fully protect passengers’ privacy and civil
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liberties. In the use of commercial databases,\textsuperscript{122} the TSA stated that it would test them only to identify instances in which passenger information is inaccurate or incorrect, and that it would not store the commercial data.\textsuperscript{123} The test is strictly conducted "to ensure accuracy, efficacy and reliability."\textsuperscript{124} Concerning notice or opportunities to consent, the TSA commented that airline passengers should be aware of certain things. The TSA said that by engaging in air travel, passengers have consented to certain screening protocols because passenger screening has already been in place and there are numerous media reports about the new program.\textsuperscript{125}

According to the TSA, passenger information would be shared with TSA employees and contractors who have a "need to know" in order to conduct the required test, and would be used solely for the purpose of testing the Secure Flight program.\textsuperscript{126} The security of databases would be safeguarded in accordance with the Federal Information Security Management Act of 2002\textsuperscript{127} and also with policies and rules established by the TSA and the DHS.\textsuperscript{128} Collected information will be retained by the TSA at the Office of National Risk Assessment in a secure facility for a period of time necessary to conduct and review the test.\textsuperscript{129} In the near future, the TSA will issue a record retention schedule, which shows how much information is retained by the agency.\textsuperscript{130} In addition, the agency will make sure that
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a proper redress procedure is in place and that passengers have access to their own PNRs.\footnote{Id.}

Along with the PIA, the TSA gave a thirty-day period for the public to comment on Secure Flight.\footnote{Id.} On November 10, 2004, the TSA issued a report titled “Notice of Final Order for Secure Flight Test Phase and Response to Public Comments on Proposed Order.”\footnote{TRANSPORTATION SECURITY ADMINISTRATION, NOTICE OF FINAL ORDER FOR SECURE FLIGHT TEST PHASE; RESPONSE TO PUBLIC COMMENTS ON PROPOSED ORDER AND SECURE FLIGHT TEST RECORDS, TSA-2004-19160 (Nov. 10, 2004), available at http://www.tsa.gov/interweb/assetlibrary/secureflightfinalorder.pdf.} In this notice, the TSA responded to the public comments submitted during the thirty-day period. In the report, the following eight issues of public concerns regarding Secure Flight were identified: (1) the program’s effects on privacy and civil liberties; (2) the routine use of information; (3) passenger consent to the use of PNRs; (4) the absence of redress mechanisms; (5) concerns over the use of commercial databases; (6) the efficacy of the program; (7) TSA’s compliance with the Privacy Act of 1979 and other laws, regulations, and rules; and (8) potential conflicts with the European Union’s privacy laws.\footnote{Id. at 7.}

The Final Order answered those concerns raised by the public. The National Business Travel Association (NBTA) stated that the TSA should balance the need to establish better security with policies and procedures that protect civil liberties and privacy.\footnote{Id. at 8.} Also, the Electronic Privacy Information Center (EPIC) raised a concern over the TSA’s previous statement that the Secure Flight test phase should be exempted from the provisions of the Privacy Act.\footnote{Id. at 9.} An example of such a provision is the right of individuals to access government information about them.\footnote{Id.} The TSA justified its actions by stating that the Privacy Act specifically allowed agencies to exempt information regarding national security or law enforcement concerns from the Act’s authority.\footnote{Id.}

In answering the eight questions, the TSA
mostly repeated its PIA by saying that it will take steps to ensure privacy, and described the same precautions and measure the agency said it would take.\footnote{Id. at 7-26.}

As a result, the Final Order only has a few changes from its original plans announced in September.\footnote{Id. at 26.} The program applies only to flight segments completed in June 2004, instead of PNRs with flight segments before June 2004.\footnote{Id. at 27.} The order also clarifies that the program applies to public charter flights, while international flights to and from the U.S. are completely excluded from the program.\footnote{Id.}

The program applies only to flight segments completed in June 2004, instead of PNRs with flight segments before June 2004.\footnote{Id. at 27.} The order also clarifies that the program applies to public charter flights, while international flights to and from the U.S. are completely excluded from the program.\footnote{Id.}

The TSA estimates that testing of the new program will continue through spring to early summer 2005 when the first airlines are expected to begin implementing the system.\footnote{Id.} After the test phase is completed, if the TSA implements Secure Flight as a permanent program, it must face the GAO’s objective evaluation.\footnote{Boehmer, \textit{supra} note 110.} This process is required by law and the TSA cannot implement its plan until after GAO’s approval.\footnote{Id.}

Secure Flight still faces some criticism from the public. For instance, the Business Travel Coalition, which represents American businesses, commented that the new program is another CAPPS II and just a “replacement for the original CAPPS.”\footnote{Id.}

\section*{GOVERNMENT DATA MINING}

Government agencies and departments gather information for various purposes. The collection of data is useless unless the data has meaning, however. The government and various private entities are now taking data mining a step further, by gathering various data into one source and then analyzing it to obtain new data. This is the

\footnote{\textit{Id. at 7-26.}}\footnote{\textit{Id. at 26.}}\footnote{\textit{Id. at 27.}}\footnote{\textit{Id.}}\footnote{Kerry Ezard, \textit{First US Carriers to Implement Secure Flight in Late Spring}, \textit{AIR TRANSP. INTELLIGENCE}, Dec. 1, 2004.}\footnote{Boehmer, \textit{supra} note 110.}
process known as data mining. This process is being used commercially to assist businesses in targeting consumers and improving processes, as well as by state and federal governments for a variety of purposes. The government's use of data mining programs requires a balance between privacy interests and effectively using available data for useful purposes.

Privacy concerns have been raised with regard to several federal government initiatives, such as the defunct Total Information Awareness Program and the Intelligence Reform and Terrorism Prevention Act of 2004,\textsuperscript{147} as well as state data mining projects like the Multistate Anti-Terrorism Information Exchange (MATRIX). Discussions are currently underway to determine how government data mining can be limited to protect privacy, while maintaining or enhancing its usefulness. The use of private institutions as a source for government data mining is also a topic of current debate. The following analysis deals with these federal and state programs, as well as general debates and controversies that were prominent throughout 2004.

I. DATA MINING OVERVIEW

It is important to understand the nature of data mining, in both the private and public sectors, before one can evaluate federal and state data mining programs and the privacy concerns that arise from the use of those programs. The following section gives a broad overview of data mining by analyzing how it is defined, the purpose of the technique, and the extent to which the government uses it. The last component focuses on the concerns and challenges that arise from government data mining.

A. DATA MINING DEFINED

Data mining has been defined to incorporate many parameters of the process, including technology, analysis, extraction, and knowledge. The General Accounting Office defines data mining as the "application of database technology and techniques — such as statistical analysis and modeling — to uncover hidden patterns and subtle relationships in data and to infer rules that allow for the

\textsuperscript{147} Intelligence Reform and Terrorism Prevention Act, Pub. L. No. 108-458 (codified at 50 U.S.C. 401).
prediction of future results."  

Simpler definitions focus on the fact that data mining is a "technique for extracting knowledge from large volumes of data" or that the process looks for "trends or anomalies" in the data.  

With regard to recent government uses for data mining, the technique can be defined as the use of "computer technologies to sift through large data repositories to identify threatening patterns and people" in an effort to predict crime or terrorist activity prospectively.

Data mining has a variety of uses. Many consider it to be a "sense-making application" because it brings meaning to large conglomerations of raw data that previously did not make sense separately. The information that is used is known information that has generally been previously disclosed, and may be an accumulation of information from a variety of sources. Data mining then develops information that was previously unknown by the system out of the known data. This unknown information that is generated may be a hidden pattern that can be used to predict future behavior. These predictions prove to be valuable for commercial uses, such as developing marketing strategy, or for public use.

Data mining was originally a product of IBM. However, it is currently developed and used by numerous private and public entities. Not only does the government develop its own data mining processes, but it also purchases this technology from other private or educational
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institutions. For example, ChoicePoint is one of the largest suppliers of data to the government. This company has nearly fourteen billion records from which it mines data, and makes the data available to the government. Data mining usually involves computer software that “extracts information from databases, as well as text, voices, other audio, video, graphs, images, maps, and equations and chemical formulas.” It then uses this information to search using varying parameters such as sequence, clustering, association, classification, and forecasting to determine information about a specific subject or to determine a pattern.

B. PURPOSE OF DATA MINING

Government data mining is used for a variety of purposes throughout the federal and state structures. The most recognized use of government data mining is the analysis of intelligence to detect terrorist or criminal activities or patterns. Although this is a purpose served through government data mining, the reach of the process is much wider. The most common use of data mining cited by government agencies was to improve service or performance. Government agencies also specified other uses, such as managing human resources activities or patterns, detecting and preventing fraud, and generating statistics to be used in audits or investigations.
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Many programs for government data mining are conducted for research and development purposes. These programs will later be used by various government and private institutions but are currently being refined to enhance their usefulness. Many believe that the technology will be developed, with or without government involvement; therefore, it is better for the government to develop it so there are checks on the potential invasion of privacy from the technology. The argument rests on the idea that the government is generally more accountable to the public than private institutions. Others counter this argument by undermining the basis of the argument. They believe that the private sector is subject to stricter privacy standards than the government. For example, the private sector has significant restrictions on the release of personal financial data under the Fair Credit Reporting Act, which the government is not subject to.

C. USAGE OF GOVERNMENT DATA MINING

After September 11, 2001, the United States government was chastised for its inability to “connect the dots” and prevent the terrorist attacks. Due to this criticism, the government made updating information technology a priority, and “information sharing and automated analysis technologies have become part of official government information technology development policy.” A May 2004 report by the General Accounting Office revealed the extent that the federal government uses data mining in their operations. The report indicates that 52 out of 128 federal agencies, nearly forty percent, participate in some level of government data mining. Among these 52 agencies, there are a total of 199 data mining programs, with 131 of these in progress and 68 planned. The
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Department of Defense currently uses 47 data mining projects, employing the largest number of projects.\textsuperscript{171} Out of the 199 projects being used, 77 of them have participated in data sharing.\textsuperscript{172} They use data obtained from other federal agencies, as opposed to data original to that agency or obtained from a private entity. Additionally, 122 of the programs used personal information, such as phone numbers, social security numbers, email addresses, and driver's license numbers.\textsuperscript{173} The potential for future data mining is exponential. There are currently over 2,000 databases within federal agencies and departments.\textsuperscript{174} Many of these could be subject to data mining within that agency or shared with other agencies for the purpose of data mining.

D. CHALLENGES REGARDING GOVERNMENT DATA MINING

When the government mines data, great amounts of useful information may be found. There are, however, significant challenges that are faced when participating in this process. First, there are concerns over the quality and accuracy of the data being mined.\textsuperscript{175} Accurate information is vital to producing useful results. Without current and accurate information more mistakes will arise, such as mistaken identity and the misinterpretation of information leading to faulty inferences. The quality of the data may be especially dependent upon the source of the data. Information gathered by the private sector then obtained by the government is the most likely set of data to be inaccurate.\textsuperscript{176} For example, it is more likely that one would report a false address when registering at a hotel than when that person is obtaining his or her driver's license from the government. It is
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suggested that "data cleansing" is a key requirement "to achieving useful results." Data cleansing requires the information to be sorted through and checked for accuracy. This can be a daunting task considering that vast amounts of data are available.

Some argue, however, that the government's reliance on the information produced through data mining should be curbed, unless there are data quality or reliability standards in place. Without these standards, the information should not be used to generate probable cause, and should be limited to finding data quickly if there is already particularized suspicion concerning an individual. Additionally, the quality of the information may depend on the skill of the analyst. Data mining systems are complex and require a highly trained analyst to bring value to the information produced. If the skill of the analyst is lacking, then the quality of the information produced could be lacking as well.

Third, there is a concern that the lack of procedural, judicial, and congressional constraints on data mining results in increased privacy violations. There are currently a limited number of judicial or procedural limits placed on both commercial and government programs. It is argued that without limits, the security of the data can be easily compromised. For example, there may be intentional abuses by government employees that have access to the data, even though their access is not necessary for the effectiveness of the
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process. In the commercial sector, the security of a ChoicePoint database was compromised, allowing for the identity theft of 145,000 individuals across the United States. Judicial and procedural constraints could help answer questions such as: Who can access data? What kind of data can and will be compiled? How will data sharing be enforced? How do we guarantee that those who do not have access will not be able to access the data? Rules that govern how technology operates, rather than the type of technology used and developed, can be used to establish privacy standards.

Fourth, there is a general concern regarding the use of data for purposes other than that for which it was originally collected. When data is shared and mined or mined for various reasons by the collector, the information is being used in a way that may not have been anticipated by the holder of the information when the information was given. For example, there is concern that data will be gathered and used in the name of fighting terrorism but will actually be used for general law enforcement. Some privacy advocates and civil libertarians believe that consent should be required before information can be used for a purpose other than that for which it was gathered. Others would agree that rules allowing an individual to know about the "collection of their personal information, how to access that information, and how to request a correction of inaccurate information" should be considered by lawmakers. Such rules would require a balance between citizen consent and maintaining the usefulness of the program.

Fifth, numerous Fourth Amendment issues arise through the use of data mining. The basic purpose of the Fourth Amendment "is to safeguard the privacy and security of individuals against arbitrary invasions by government officials." Although many may think of
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this principle applying to law enforcement specifically, there is no categorical exclusion of other government officials. This implies that a violation of privacy by an official in the Department of the Interior would invoke Fourth Amendment protection.

Two constitutional privacy concerns arise from data mining. First, the core of the privacy complaint is that data is being linked.\(^1\) If the information was initially given voluntarily, then a privacy violation is doubtful. However, by linking this voluntary information, one can determine previously unknown information that would have required consent to obtain if it were obtained without the data mining process. Also, associational privacy may be violated.\(^2\) Data mining searches patterns and determines a person’s relationships and behaviors, so that it can determine associations. A typical example is the use of data mining to determine an individual’s association to a terrorist organization.

The Fourth Amendment does not apply unless the data mining is considered a search.\(^3\) In order for an activity to be a search, the individual must have a reasonable expectation of privacy.\(^4\) There are several arguments both identifying data mining as a search or not as a search. Those that argue that there is no reasonable expectation of privacy in these documents, and that data mining therefore is not a search, base their argument on the fact that the information is knowingly exposed. The information was knowingly exposed to the public when the individual released it, and knowingly exposed information has no reasonable expectation of privacy. Therefore, the data mining is not a search.\(^5\)

Alternatively, those believing data mining is a search argue that the mere fact that the information has been exposed does not make the Fourth Amendment irrelevant.\(^6\) They argue that although the original information was knowingly exposed, the patterns and behaviors that are discovered were not, and the individual holds an expectation of privacy concerning them. Those advocating for Fourth
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Amendment protections in data mining believe that federal agencies should obtain court approval before engaging in data mining, especially data mining that deals with personally identifiable information.\(^{198}\) This court approval would be based on particularized suspicion.\(^{199}\) Basing the data mining on particularized suspicion would limit inquiries concerning an individual, unless there was already existing suspicion as to illegal activities. The court approval would also be based on particularized scope. For example, the generalized "fishing expeditions" that are used by many data mining programs would be a violation of the Fourth Amendment.\(^{200}\)

### II: Federal Developments in Government Data Mining

Federal agencies are the primary users of public sector data mining initiatives. During 2003, significant dilemmas in data mining were placed in the public eye and the government was forced to balance the privacy interests against the necessity and usefulness of certain data mining programs. One program that did not withstand this balancing test was the Total Information Awareness Program, which received a funding cut in September 2003. This program, along with the 2004 report from the National Commission on Terrorist Attacks upon the United States (9/11 Commission) encouraged Congress to look at how the intelligence community shares and utilizes information, which resulted in the passage of the Intelligence Reform and Terrorism Prevention Act of 2004. The following section looks at these developments along with other data mining initiatives that developed in 2004.

#### A. Total Information Awareness Program

The Total Information Awareness Program (TIA) was one of the most publicized and controversial data mining projects conducted by the United States government in recent years. This use of technology and research generated much criticism, and ultimately funding for the program was eliminated by Congress. Parts of the program continue in various forms, however.
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i. TOTAL INFORMATION AWARENESS PROGRAM OVERVIEW

The TIA was developed as a project of the Defense Advanced Research Projects Agency under the direction of John Poindexter, who was appointed head of the Information Awareness Office to lead this project. The TIA was designed to aggregate and analyze information from a wide array of databases. The program would then create a baseline pattern identifying suspicious behavior and mine the data based on that pattern. Poindexter expressed that the purpose of the TIA was solely for research and development of the technology and to create a prototype, not for implementation. Three areas were identified as technologies to be developed through the TIA: language translation capacity, data search with pattern recognition and privacy protection, and advanced collaborative and decision support tools. Congress would be responsible for determining whether it violated privacy rights, and the extent to which the technology would be used.

The development of the TIA was spurred by the September 11, 2001 terrorist attacks. The theory behind its development was that possible terrorist threats could be identified by sorting through everyday transactions, such as credit card purchases, car rentals, and travel reservations. The development of the TIA technology was to be used to produce watch lists, profiles, and to mark certain
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individuals as suspicious. This was in an effort to prevent future terrorist attacks, primarily by analyzing patterns of activity, rather than individual activity.

ii. CRITIQUE OF THE TOTAL INFORMATION AWARENESS PROGRAM

Many of the concerns of data mining in general have been expressed toward the TIA, but with greater specificity. Privacy advocates felt that the TIA presented an "enormous invasion of privacy." Even the Department of Defense Inspector General stated that the program failed to meet privacy concerns. There was a sense that the data mining was delving into areas of information that pushed the envelope of Fourth Amendment protections. "Data mining, like any other government data analysis, should occur where there is a focused and demonstrable need to know, balanced against the dangers to civil liberties. It should be purposeful and responsible." Some believe that the TIA constituted domestic spying and was intended solely for surveillance of Americans. This became the fear of many Americans based on the name, the logo which resembled an omnipotent, watchful eye, and the motto that "knowledge is power." There was apprehension that the government, through the TIA, was becoming a big brother and had catalogues of information about the private lives of all citizens.

A Fourth Amendment debate over the program ensued over what level of suspicion was currently required and should be required to
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justify the mining of personal information. There was an argument that the program worked backwards and would make all citizens suspects of terrorist activity without proof of any wrongdoing.\textsuperscript{216} Rather than being used to generate probable cause, the TIA should only be employed after probable cause has already been generated.\textsuperscript{217} Accessing sensitive data to determine if someone could be a terrorist without any probable cause is a violation of the Fourth Amendment.\textsuperscript{218} Another argument against the TIA's violation of the Fourth Amendment was based on search warrants. These arguments assumed that individuals had an expectation of privacy with regard to their data, and therefore TIA data mining constituted a search. However, there was no probable cause, particularized suspicion, or warrant obtained so the searches were unreasonable and did not comply with the Fourth Amendment.\textsuperscript{219} The only way that the warrantless search could fall within the Fourth Amendment would be if it fit within one of the exceptions of incident to arrest, exigent circumstances, or consent.\textsuperscript{220} Most cases do not fit under these categories and therefore, it is argued, would be unreasonable and a violation of privacy rights. Regardless of the theory used to determine an intrusion on Fourth Amendment privacy rights, it was generally agreed that the TIA did not fully protect the privacy of American citizens.

An additional critique of the program was its lack of safeguards. With the enormous size of the database and the wealth of information that could be gathered from the system, the safeguards put in place were inadequate.\textsuperscript{221} Arguments were made to Congress that the TIA database was a prime target for "exploitation and attack by malicious computer users."\textsuperscript{222} Not only was the database subject to outside
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attackers, but also to abuse by internal users. Thousands of users had and thousands more would have access to this system, which would make security difficult and the potential for extortion high. These lack of safeguards could lead to data being exploited, therefore resulting in even further invasions of privacy than what the TIA was already accused of.

As with data mining in general, many perceived the TIA as an inaccurate source of information. There may be difficulties in continually having updated or accurate information considering that the database has input from a variety of sources. This could result in a high number of false positives, causing innocent people to be placed on watch lists or preventing them from obtaining certain jobs. Another factor that may dilute the effectiveness of the program is acclimation. The targets, such as potential terrorists, will quickly learn the parameters and patterns being used to identify them and quickly change their habits. Without skilled analysts and technology support staff to make updates to the program continuously, it could quickly become outdated and ineffective.

iii. MORATORIUM ON THE TOTAL INFORMATION AWARENESS PROGRAM

If the TIA were completed, it would have been the largest domestic surveillance system in the United States. However, the overwhelming concerns with the program prompted Congress to place a moratorium on funding for the program in September 2003. This moratorium was part of a FY2004 Department of Defense Appropriations Act. It stated that there would be no further
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appropriations to the TIA or other similar programs.\textsuperscript{230} The two primary reasons that Congress suspended funding were that (1) there was no evidence that data mining was an effective tool for preventing terrorism and (2) privacy rights could be adversely affected because private information was mined.\textsuperscript{231} The Act also required a report on the current state of data mining to be delivered to Congress.\textsuperscript{232} This report was generated and delivered in the form of the GAO 2004 report.\textsuperscript{233}

iv. The Future of the Total Information Awareness Program or Similar Programs

The future of the TIA is uncertain. It is clear that Congress will not support funding for the TIA in its current state. However, various groups have suggested improvements to the TIA that may make it useful while alleviating privacy invasion concerns. The Heritage Foundation has suggested the following safeguards that may achieve these goals:\textsuperscript{234}

- Congressional authorization for data mining.
- Built-in limitations on access to third party data. For example, a subpoena could be required to search credit card or bank records.
- Patterns to identify terrorists to be approved by a Senate-appointed official before the search is conducted.
- Individual information to be disaggregated from pattern analysis.
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- Individual identities not to be disclosed without approval from a federal judge.

- Data mining leading only to further investigation, not arrest or a no fly list.

- Implement a system to correct mistakes and false positives.\(^{235}\)

- Additional accountability and oversight by other government branches.

- Restriction that TIA can only be used for terrorism investigations.

- Allow for tort remedies or administrative hearings for individuals harmed due to wrongful identification.\(^{236}\)

Despite the moratorium ending all funding, certain research and development aspects of the TIA have continued under other programs and agencies. Essentially some of the technology that was being developed under the name of the TIA was transferred to other intelligence offices to continue to be developed.\(^{237}\) For example, the voice recognition software that the TIA began constructing has been moved to the research and development office at the Pentagon.\(^{238}\) Another project that has continued is the creation of translation software that mines data through spoken archives.\(^{239}\)

Although the moratorium restricted funding for programs similar to the TIA, several have remained. One of the most prominent is the National Foreign Intelligence Program.\(^{240}\) This program is a joint
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collaboration between the Central Intelligence Agency (CIA), the Federal Bureau of Investigation (FBI), and the National Security Agency.\footnote{241} It does not invoke the privacy issues that the TIA did, because it can only be used overseas or against non-U.S. citizens in the United States. It cannot be used against Americans on American soil.\footnote{242} This is the primary difference between this permitted data mining program and the stricken TIA. Another similar program that did not receive a funding cut is a project of the Advanced Research and Development Activity.\footnote{243} This $64 million project has similar data mining feature to that of the TIA, and even uses former TIA researchers and analysts.\footnote{244}

With the news that a number of TIA projects are continuing in various departments, privacy advocates worry that TIA projects that the public does not know about are continuing to be developed.\footnote{245} Essentially, the structure of the TIA may be dissolved, but the components that presented privacy issues are still vibrant. To combat the implementation of these programs, several suggestions have been made. First, privacy impact assessments should be made for each government data mining project.\footnote{246} These PIAs could be conducted before research and development begins, at the prototype stage, and immediately prior to implementation. Another suggestion would be to have a Privacy Ombudsman oversee the development and implementation of government data mining projects.\footnote{247}

B. INTELLIGENCE REFORM AND TERRORISM PREVENTION ACT OF 2004

In December 2004, Congress passed and the President signed into law the Intelligence Reform and Terrorism Prevention Act of 2004 (IRTPA). The purpose of this act is “to assist in connecting the dots of
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intelligence information" particularly in regard to terrorist activity. The text of the bill makes clear that information sharing will be encouraged among the intelligence community. Many Congresspersons suggested similar bills that would require uniform intelligence sharing and the creation of a centralized director of intelligence. For example, the Shield Privacy Act was proposed in May 2004 and would create a Privacy Czar in the Office of Management and Budget. However, the ideas that won the vote of both Houses and the President came in the summer of 2004 from the National Commission on Terrorist Attacks Upon the United States (9/11 Commission). This commission criticized the intelligence community for its fragmented management structure and inability to "connect the dots" to pre-empt terrorist strikes. The act consists of various provisions such as increased transportation and border security and terrorism prevention mechanisms, however, this article will only focus on the parts that may affect data mining and how privacy may be affected by the new act.

i. CREATION OF THE DIRECTOR OF NATIONAL INTELLIGENCE

One of the most dramatic changes made by the IRTPA was the addition of a Director of National Intelligence (DNI). The purpose of the DNI varies depending on the source, but Senator Bob Graham endorsed the bill by stating that, "the intelligence community needs a leader with the clout to set common goals, establish priorities, knock heads, and ensure that the American people are protected." There is
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general agreement that the DNI will create one entity through which intelligence budget, personnel, and information will flow. Other stated purposes have been to ensure privacy protections are not eroded by intelligence technologies, to coordinate all intelligence efforts of the federal government, and to lighten the burden of the Director of Central Intelligence.

Congress has made at least fourteen attempts to create a Director of National Intelligence or similar position. Between June 2002 and June 2004, at least six bills were introduced in the Senate in an attempt to create the position. In 2002, Senator Dianne Feinstein introduced a proposal that was rejected, but its revised version, which gave the DNI budget and personnel responsibilities, finally became the IRTPA.

Below is a list of intelligence and privacy related responsibilities that will be taken on by the DNI.

- Report directly to the President and provide daily briefings to the President about intelligence developments.
- Establish objectives and priorities for the intelligence community. Privacy advocates are pushing for one of these objectives to be a protection of individual privacy rights.
- Determine and execute a budget for the National Intelligence Program and has the ability to transfer funds
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among intelligence agencies to accomplish necessary purposes. The DNI would be able to monitor compliance if agencies were required to submit privacy impact assessments or other privacy checks before receiving funding for data mining projects.

- Monitor heads of intelligence centers and agencies and has the authority to make personnel changes.

- Ensure quality of the intelligence being generated. This will be an area where the DNI will constantly be required to balance the quality of the intelligence with potential privacy invasions. The DNI will have a Civil Liberties Protection Officer to counteract the urge to obtain the best quality, regardless of Fourth Amendment protections.

ii. PRIVACY AND CIVIL LIBERTIES BOARD

The drafters of the bill recognized that increased intelligence sharing would increase privacy concerns. Therefore, the IRTPA created a Privacy and Civil Liberties Board. The purpose of the Board is “to ensure that privacy and civil liberties concerns are appropriately considered in the implementation of laws, regulations, and executive branch policies related to efforts to protect the nation against terrorism.” For example, the Board will review the techniques used for the individual tracking systems used by border and immigration patrol, and the database used to track security clearances, both of which were authorized under IRTPA.

This Board is responsible for reviewing policies and procedures in conjunction with the Privacy Office of the Department of Homeland Security and will be located in the Executive Office of the President.
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The Board will review a procedure put in place by the IRTPA that requires agencies to expend funds to ensure the security of information, as soon as a data technology project begins.\textsuperscript{267} The Board is also charged with working with the President to create an Information Sharing Environment.\textsuperscript{268} The President must create an Information Sharing Environment to "facilitate the sharing of terrorism information among all appropriate federal, state, local, tribal, and private sector entities, through the use of policy guidelines and technology."\textsuperscript{269} The Board will be involved in this development to ensure that the Information Sharing Environment does not become an arching government surveillance tool or reach into the private space of U.S. citizens.

\textit{iii. NATIONAL IDENTIFICATION STANDARDS}

Another implemented recommendation of the 9/11 Commission was the institution of national identification standards.\textsuperscript{270} Before the IRTPA, all identification, such as driver's licenses and personal identification cards, were at the sole discretion of the states.\textsuperscript{271} The IRTPA does not take away the power to issue identification from states, but rather creates standards that states must meet, and gives the Secretary of Transportation the authority to make federal standards.\textsuperscript{272} These standards may include what information must be on the identification cards and the documentation required to obtain the card.

Privacy advocates fear that these standards will place higher burdens on states to deal with privacy concerns. State systems may not have the level of security necessary to protect this data, which may increase the chances of identity theft and misuse of private information. These increased expectations may be overwhelming for state and local governments trying to balance the demand for efficient
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technology uses and expectations of privacy. Privacy advocates also fear that these standards are the first step toward a national identification system, which could create a climate of excessive government surveillance.

iv. IMPACT AND CRITIQUE OF THE INTELLIGENCE REFORM AND TERRORISM PREVENTION ACT OF 2004

Since the passage of the IRTPA, many policy analysts have critiqued and discussed the impact of the IRTPA. Some praise the IRTPA for creating privacy and oversight protections for information sharing, while others argue that there are not sufficient safeguards in place to prevent an abuse of intelligence information. Most appreciate that the Privacy and Civil Liberties Board will be helpful to ensure that privacy concerns are considered when drafting policy. There are concerns that this Board will be too politically motivated and lack independence, because the positions are Presidentially appointed. Privacy advocates are concerned that the IRTPA is “too lax on limits on domestic spying.” The Act lowers standards for the FBI to conduct secret surveillance. This lowering of the standard seems contrary to the purposes of some of the privacy safeguards in the IRTPA, like the Privacy and Civil Liberties Board. Similarly,
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there is a concern that the Information Sharing Environment could become a tool for data surveillance without boundaries.\textsuperscript{280}

C. OTHER GOVERNMENT DATA MINING INITIATIVES

A variety of other data mining initiatives have arisen recently through government agencies. The Department of Homeland Security was authorized in its creation under the Homeland Security Act to participate in data mining.\textsuperscript{281} This authorization will certainly result in a number of projects to further the Department's anti-terrorism purposes. One such project is Incident Data Mart, which will assemble data from any federal, state, or local law enforcement log to "spot possible terrorist activities."\textsuperscript{282} Privacy advocates will continue to monitor these activities to ensure Fourth Amendment protections are incorporated into their development.

Domestic law enforcement entities are increasingly using data mining. Recent focus has been put on developing and implementing the National Criminal Intelligence Sharing Plan. This is a plan designed under the presumption that "no single government agency – or government – can win the war on terrorism."\textsuperscript{283} The purpose of the plan is to ensure that the law enforcement community is effectively sharing information.\textsuperscript{284} This plan consists of a variety of initiatives that focus on different types and uses of information. Current initiatives include the Global Justice Information Sharing Initiative, Law Enforcement Information Sharing Initiative, Criminal Intelligence Coordinating Council, Criminal Justice Information Systems Division, as well as cooperation with the FBI.\textsuperscript{285} This plan has been developed
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for the federal justice constituency, but can be adapted to fit other sizes and types of programs in need of an information sharing directive.\textsuperscript{286} The FBI has found use in data mining and employs it through several programs. It believes that the "sharing of intelligence [is] absolutely critical to prevention efforts."\textsuperscript{287} One of the most recent programs is the National Intel Share Project.\textsuperscript{288} The most current efforts are focused on gathering data from all FBI computers into a single, searchable data warehouse. Varying levels of sophistication in data mining are also being used by the Joint Terrorism Task Forces, the National Joint Terrorism Task Force, the Foreign Terrorist Tracking Task Force, and the Office of Law Enforcement Coordination.\textsuperscript{289} Another criminal justice data mining project is the Financial Crimes Enforcement Network, which links all levels of law enforcement and financial communities.\textsuperscript{290} As these programs are implemented and become more prevalent, they will need to be evaluated for privacy protection.

III. STATE DEVELOPMENTS IN GOVERNMENT DATA MINING: MULTISTATE ANTI-TERRORISM INFORMATION EXCHANGE (MATRIX)

The federal government is not the only entity taking advantage of the benefits of data mining. State governments are implementing data mining techniques to further process improvements, law enforcement, and various other purposes served by analyzing large quantities of data. In the wake of September 11, 2001, states realized that they needed to play a role in fighting terrorism. The MATRIX program was designed specifically for this reason. As with the TIA, the MATRIX program has been subject to much criticism and decreased participation.
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A. MATRIX OVERVIEW

The MATRIX program was originally designed by Hank Asher of Seisint, Inc., for the state of Florida. Seisint, a private database contractor, still operates the program which mines a large amount of information including: marriage and divorce data, criminal history records, names and addresses of family and neighbors, names and addresses of business associates, driver's license data, vehicle registration records, incarceration records, and digital photos. The purpose of gathering this information is "to assist in investigations pertaining to threats to national security." This centralized database pulls together local, state, and federal law enforcement data and intelligence, along with public databases from agencies like the department of motor vehicle and property records. This information can then be searched according to a specific subject or through pattern analysis.

The program has a variety of uses for state law enforcement officials. Like other data mining programs, data is cross-linked to other data using information technology expertise, public and private data sets, and a supercomputer. The software can run pattern-based inquiries to create watch lists and determine possible terrorism suspects. State governments and Seisint claim this is not data mining, despite the scrutiny that it is more than just gathering data.
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They claim that it is "factual data analysis." One specific function that MATRIX hallmarked was the High Terrorist Factor. This quotient was used "to measure the likelihood that individuals in the company's databases were terrorists." After searching its records, based on this quotient, the database returned 120,000 people with high terrorist factors. After only approximately 40 of these led to arrests, the quotient was no longer used.

The MATRIX program was designed for the use of state governments, rather than the federal government. Florida originated the program, with the backing of Governor Jeb Bush. At least fifteen states had committed to the program by the beginning of 2003; however, various problems arising with the program, as discussed below, caused many states to cease their participation. Texas withdrew in May 2003 and California followed by withdrawing in June 2003. As of July 25, 2003, thirteen states were committed to the MATRIX program. Over the next year, eight more states would cease participation, leaving only five states participating as of May 2004. These states included Connecticut, Florida, Michigan, Ohio, and Pennsylvania. In August 2004, the American Civil Liberties Union (ACLU) and former Governor William Milliken filed suit against the State of Michigan, contending that the state police's participation in the MATRIX program was a violation of the state's Interstate Law Enforcement Intelligence Organization's Act of
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The ACLU and former governor contend that the law requires participation in such a program to be implemented only by the approval of the state legislature or with a citizen oversight body, in order to “prevent unsupervised and uncontrolled access to information about individuals.” Currently, Michigan is still a member of the MATRIX program.

B. CRITIQUES OF THE MATRIX PROGRAM

Privacy advocates fear that MATRIX is a scaled down version of the TIA. Opponents of the program believe that the same data mining techniques that would have been used in the TIA to provide Pentagon anti-terrorism experts with information can now be disseminated to any local law enforcement official. The difference in levels of authority could also lead to differences in the level of information security. The ability for information abuse appears higher because of the lower level of expertise and training of the end users.

Others believe that MATRIX is a scaled down TIA program because of the source of its funding. Although states are required to pay for the program, it is primarily supported through $8 million from the Department of Homeland Security and $4 million from the Justice Department. It is argued that the federal departments are funding this program in an effort to make it nationwide, thereby replacing the TIA. This is supported by the fact that the Department of Homeland Security requires managerial oversight and control, and enters into a "Cooperative Agreement" rather than a grant as a prerequisite for
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dispensing the $8 million. 311 This arrangement has come into question and the ACLU has asked Nuala O’Connor Kelly, the Department of Homeland Security Privacy Officer, to investigate the Department of Homeland Security’s involvement in the state data mining MATRIX project. 312

Not only do privacy advocates have problems with the MATRIX program, many states do as well. The recent decline in the number of participants indicates that the program is not the ideal centralized database system for the majority of states. First, state governments generally operate on tight budgets and the funding required from each state is not feasible. 313 Each state must pay an annual charge of $1.78 million to participate in the program, as well as commit sufficient personnel and training dollars to allow the program to run successfully. 314 Second, states already find it difficult to obtain information from its citizens for needed services. Many citizens refuse to provide digital signatures, fingerprints, or social security numbers when getting their driver’s licenses. 315 If these individuals knew that the information would then become part of a large database for the government to learn more about them and investigate them for possible wrongdoing, many more would not give the requested information or would give false information. This would then lead to results based on inaccurate or missing data. Fourth, states are concerned about giving public data to a non-public entity, Seisint. States that have chosen not to participate believe that there are “legal, ethical, and financial considerations in providing non-public data sets at [the state’s] expense to a private company to sell back to [the state].” 316 The use of only one company essentially creates a
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monopoly for Seisint, because it controls the database and the data. The system is likely not compatible with other systems and would be difficult, if not impossible, to transfer. Therefore, a state using the MATRIX program would have to continue to use Seisint, thereby creating a monopoly in violation of public policy.\footnote{Steinhardt, \textit{supra} note 309.}

Most of the concerns with data mining generally apply to the MATRIX program, like lack of safeguards, inaccurate data collection, and no procedures for ensuring accuracy.\footnote{American Civil Liberties Union, \textit{supra} note 305.} The Fourth Amendment issues continue to arise with arguments that the systems should only be used after probable cause is generated, in order to avoid treating all Americans as suspects to be eliminated.\footnote{Associated Press, \textit{supra} note 217; Steinhardt, \textit{supra} note 309.} There is even greater concern at the state level that MATRIX is being promoted to the public as an anti-terrorism tool, but will actually be used as a general law enforcement tool.\footnote{American Civil Liberties Union, \textit{supra} note 298.} This perception may be greater at the state level because citizens are more likely to view terrorism as a national problem and do not see the states playing a large role in terrorism prevention. A more specific concern is the possibility of the program discriminating against certain ethnic groups based on the patterns that are searched. For example, it is likely that Middle Eastern men will be targeted based on the search methods of the MATRIX. This was especially hazardous when the High Terrorism Factor index was used.\footnote{American Civil Liberties Union, \textit{supra} note 297, at 2.}

IV. Controversies in Government Data Mining

It is agreed that technology is useful, but needs to be designed in a way to protect privacy.\footnote{Dempsey & Rosenzweig, \textit{supra} note 179, at 1; Rosenzweig, \textit{supra} note 204.} There must be methods to limit or restrict data mining to protect privacy, while maintaining or enhancing the technology's usefulness. Ways to achieve this balance have been the topic of much academic and professional research. While this balance is being sought, there will be legal disputes about its constitutionality and its misuse.
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A. Obtaining Balance Between Privacy Protections and Useful Data Mining

A variety of suggestions have been made to improve data mining technology. The recommendations vary in degree of severity. One of the more intense suggestions is to use data mining only when there is probable cause and the investigation is so imminent that only "aggressive preventative strategies" are required. However, more moderate proposals have been put forth. These suggestions deal with changes in technology, increasing transparency, and requiring greater third party oversight.

First, more secure technology has been strongly suggested. Three technology features that could promote privacy are anonymization of data, required authorization for access, and built-in audit logs. By anonymizing the data, the information could be accessed, but a specific name or identification would not be placed with it until necessary. The benefit of this would be that personally identifiable information does not flow between sources. The information is not labeled or attached to a particular name. This would reduce the possibility of the identity theft and information misuse problems. The technology used to anonymize data is referred to as "one-way hashing," which scrambles the information so it can not be easily connected. Access restriction can be used to prevent unwanted users from obtaining information. Database access could be even further restricted so that users would be required to enter the purpose of their search, and would only receive related data and results while all other information would be restricted. Audit logs are often used to track user access with many different technologies. They could be used in data mining systems to ensure that users were not accessing inappropriate information or otherwise abusing the system. This would require a neutral party to review the logs to ensure that the searches were not outside the bounds of appropriateness.
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Second, increased transparency of how the process works and what information is being mined would increase the privacy that some feel is violated by using these programs. Currently, the general public does not have information on the processes used by the government to obtain information on citizens; therefore, there is little debate and input from those outside of the system creators and a select number of policy analysts.\(^{328}\) Without this input, the designers do not have all the necessary information and cannot make the most informed decisions on how to design the data mining program to protect the citizens’ privacy interests. It has been suggested that the Fair Information Practices should apply to data mining.\(^{329}\) There should be notification that the information is being used, a limit on how long the information can be retained, and the quality of the data must be examined.\(^{330}\) These practices, specifically the notification requirement, would increase the transparency of data mining projects to the public. The implementation of these suggestions may be highly dependent on cost and logistical practicability.

Third, neutral oversight of data mining projects could be helpful in balancing valuable technologies in data mining against privacy protection. Congressional review could provide a layer of accountability before a data mining project is funded or implemented by a federal agency.\(^ {331}\) Large data mining users, such as the Department of Defense, may wish to apply administrative procedures that must be followed when it uses data mining.\(^ {332}\) The Privacy and Civil Liberties Board may wish to determine a model set of procedures for agencies and departments to follow. Another form of review would be to require judicial review of data mining programs. Courts would determine whether the process was in accordance with due process, and would be especially useful when the data mining involves personally identifiable information.\(^ {333}\)
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B. FUTURE LAWSUITS REGARDING GOVERNMENT DATA MINING

Few lawsuits have arisen despite the controversy of data mining. However, as data mining becomes more common, legal disputes will undoubtedly surface. Two types of disputes may dominate this field. First, there will likely be requests to restrict admissibility of evidence obtained solely through data mining. These court requests will be based on the theory that the evidence was obtained without probable cause and constituted an unreasonable search, thereby violating the Fourth Amendment. Second, corrective lawsuits may be brought seeking damages caused by misidentification. For example, if an individual is placed on a no fly list or a watch list and this causes damages, like not obtaining a job or losing a business contract, the person will likely be able to seek restitution for the injury. These potential legal challenges should prompt data mining initiatives to continue to work on minimizing privacy concerns and the use of accurate data.

V. GOVERNMENT DATA MINING FROM PRIVATE INSTITUTIONS

The government collects a vast amount of data on its own. However, it also recognizes that private institutions in the United States gather data from individuals during daily business activities that could be useful for government purposes. Therefore, the government obtains data and data mining services from commercial providers. This extra data can give the government more information about one individual or more parameters with which to do pattern searches. There are less regulations on data collection by private institutions than by the government, so there are concerns that the government uses private institutions to avoid these restrictions.

A. USE OF INFORMATION FROM PRIVATE INSTITUTIONS

The government can easily find commercial data aggregators from whom to purchase data or data mining and all levels of government are willing to do so. According to the 2004 GAO report, fifty-four government data mining projects use private sector data. Of these projects, thirty-six involve the government obtaining personal data,
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such as social security numbers and driver's license numbers, from commercial information.336 The Immigration and Naturalization Service "queries private sector databases 20,000 times a month."337 Not only is the government using these databases, but the usage is increasing. The FBI's use of commercial database information grew 9,600 percent between 1992 and 2003.338

Although purchasing data from commercial sources is common, government agencies and commercial databases may have incentive not to share information. If the government is working on an investigation of top priority, it may wish to avoid commercial sources in order to preserve the secrecy of its operation. Through the request of certain information, the provider may be able to deduce who the individuals of interest are and who is being investigated. This may enable commercial aggregators or their employees to jeopardize investigations by tipping off targets.339 On the contrary, commercial databases may not wish to provide their information to the government. Businesses worry that if customers know that their information may be provided to the government, they will give false information.340 This will ultimately reduce the value of the results for both the commercial user and the government.

B. INAPPLICABILITY OF THE FOURTH AMENDMENT AND THE PRIVACY ACT OF 1974

The Fourth Amendment protects the privacy of individuals against government intrusion, but not against the private sector. Therefore, a conflict arises when the government obtains information that was gathered by commercial aggregators, as to whether there is a Fourth Amendment violation. Private companies are not accountable to the same extent that the government is, so there are concerns that the government can use this process as a backdoor method of obtaining
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information that it could not collect itself. Consumers do not have an expectation of privacy regarding the information that they divulge to businesses. The Supreme Court has stated that the individual has no protection under the Constitution because this information was knowingly exposed. However, some argue that this decision was given before the rapid expansion in technological capabilities and the ease and efficiency of sharing data could not have been foreseen by the Court at that time.

The Privacy Act of 1974 provides little restraint on the data mining from commercial aggregators. The government can obtain data mining services from the private sector without invoking the Privacy Act because the information is not actually part of the government's database. Many see this as a loophole of the Privacy Act that allows the government to have full use of information that it cannot legally obtain on its own. They believe that at the time of the Privacy Act, Congress could not anticipate the growth in information technology, which is the reason for not placing restrictions on obtaining information from private sources.

A recent investigation into the role of the Privacy Act of 1974 in private sector and government information sharing resulted from a data transfer from the airline, JetBlue. JetBlue gave personal records of five million customers in early 2002 to Torch Concepts, a private contractor that provides data mining services to the Department of Defense. This deal was negotiated between JetBlue and the
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Transportation Security Administration. After a thorough investigation, the Department of Homeland Security Privacy Office found that there was not a violation of the Privacy Act by the Transportation Security Administration. However, it did specify that obtaining the data by negotiating directly with the data owner was not within the spirit of the Privacy Act.

In order to protect citizens from a backdoor invasion of privacy, several changes have been recommended. A stringent change would be to adapt the Privacy Act and the Fair Information Practices to apply to commercial databases. Many feel that because these rules are focused on upholding the Fourth Amendment right against government intrusion, that they, as well as other restrictions, should not be applied to the private sector. Instead, restrictions should be placed on what information the government can obtain and how it can obtain it. For example, government agencies could be required to disclose which private sector databases they have purchased and will be using. Another suggestion is that government agencies undergo Privacy Impact Assessments before engaging in any data mining. These assessments would require a close look at the source of the data and the potential invasions of privacy rights that may occur if the data mining occurs.

VI. THE FUTURE OF GOVERNMENT DATA MINING AND CONCLUSIONS

It is undeniable that most data mining techniques are useful processes that must be considered as viable and efficient methods for investigation and problem solving. It is also undeniable that most data mining invokes a certain level of privacy concerns. Finding the delicate balance between privacy and usefulness will be a goal for government agencies and privacy advocates to work out. As
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technology continues to advance, there will be additional likelihood that the balance will continually be in flux. The Privacy and Civil Liberties Board, Director of National Intelligence, and Department of Homeland Security Privacy Officer, among others, will be responsible for putting procedures and safeguards in place that will allow the government to stay abreast of these changes.

It is uncertain as to whether changes will be made in the TIA to make it acceptable to receive additional Congressional funding. Most likely, the technologies being developed by the TIA will continue to be disseminated to other government agencies and promoted for various purposes, some of which will be similar to the anti-terrorism purposes of the TIA. The Director of National Intelligence must be appointed, according to the Intelligence Reform and Terrorism Prevention Act of 2004. This director will likely evaluate the current intelligence communities and determine how and to what extent data mining will be used. These data mining efforts will be more conscious of privacy protections due to the controversy over the TIA and the implementation of the Privacy and Civil Liberties Board. It is likely that privacy advocates will closely watch the Information Sharing Environment that is being created under this bill to ensure that it does not pose privacy threats similar to those found in the TIA.

On the state level, the MATRIX program will likely continue to decline as states realize not only the privacy concerns, but the budget strain that the program imposes. States may be more likely to rely on federal government initiatives to fight terrorism and limit data mining to internal uses like service and process improvements. However, state governments may continue to use the services of outside contractors, like Seisint, to obtain data for the functions that will require data mining. Both state and local governments will continue to use private contractors with private databases to obtain larger amounts of data and save money on system development and data collection. As this trend increases, Congress will likely propose amendments to the Privacy Act of 1974 that will impose accountability obligations and regulations on government entities that obtain information from private data mining sources.

The trend toward the increasing use of data mining will likely continue, as organizations, both commercial and public, realize the capabilities of such programs and the opportunities it provides in many areas, not simply in anti-terrorism and law enforcement. However, these progressions will likely be faced with increased governmental control in the form of regulations, congressional action, and potential judicial review. Governmental data mining will continue to be a source of debate and development as technological advances must find their fit within the Fourth Amendment privacy protections.
CONCLUSION

New technologies allow government agencies to collect more personal information about citizens. Every time a new technology comes into place, new kinds of privacy concerns are raised. Government agencies often need to promote and adopt new technologies to ensure citizen safety on airplanes and elsewhere. They also need to encourage citizen to use the electronic tools. Congress provides extra measures to protect individual privacy when the government agencies start new electronic programs, even though they do not always address all concerns raised by the public.

The new laws mandating PIA and GAO's authorization before government agencies implement new electronic programs ensure that agencies consider their privacy implications, and inform the public of their privacy rights when they collect information about individuals. On government websites, all federal agencies are required to notify the public about their privacy policies, and many states follow the same practice. Even with these laws, however, the public is still concerned about its privacy when the government collects individual information from airline passenger records. Public interest organizations, like the ACLU and the National Business Travel Association, ask the agencies to modify some of the controversial agency practices, such as the use of commercial databases to identify persons with a high risk of conducting terrorism and lack of proper redress systems under the CAPPS II. These concerns eventually led the TSA to abandon the program in 2004. Instead, Secure Flight was created to answer most of these concerns. However, this program also was the subject of privacy concerns from the public. It is not clear how the TSA will ensure that the new program is properly implemented step-by-step in accordance with the PIAs and other laws. In order to obtain public approval, the TSA and other government agencies need to balance better security with policies and procedures that protect privacy.

Data mining has established itself as a valuable product for a variety of commercial and government purposes. Therefore, state and local governments will need to determine how to gather information, design data mining programs, and implement these programs in a fashion that accounts for the concerns of individual citizens. Programs like the TIA will continue to be developed but can benefit by considering some of the technological, transparency, and oversight suggestions that can protect the information mined and the knowledge gathered from data mining systems. The privacy oversight officials and boards put into place by the Intelligence Reform and Terrorism
Prevention Act of 2004 will be responsible for ensuring that either these safeguards or more effective techniques are used. The MATRIX is likely to continue to be scrutinized for its federal involvement, and may lose additional members based on the large expense the program to states. Amendments to the Privacy Act of 1974 have the potential to influence the way that the government accesses data from private contractors. The data mining versus privacy debate may only be starting, and additional concerns will continue to appear and be addressed with each new data mining program and new technologies developed.

As analyzed in this article, new government programs can intrude on the privacy of citizens. Many citizens and public interest organizations see the need of extra security to make the country safe in the aftermath of the September 11, 2001 attacks. However, privacy is one of the most important and fundamental rights of citizens and is protected under the Fourth Amendment of the Constitution. Therefore, the government must ensure that it balances better security with privacy protection. In the future, new technologies would allow government agencies to access more diverse information about citizens. Each time an agency adopts a new technology or new method of collecting information, it needs to consider if privacy will be protected, and ensure that there is an option either to abandon the new measure or provide an additional law or other measures to secure privacy.